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Abstract

Classification of nutritional deficiencies, in coffee plants, is a
problem for coffee farmers, since they do not have the knowl-
edge to identify nutritional deficiencies neither receive techni-
cal assistance. Moreover, the performance of automatic classi-
fication of nutritional deficiencies based on digital image pro-
cessing is affected by changes in image appearance such as: il-
lumination, noise and acquisition conditions. In addition, some
nutritional deficiencies have similar visual characteristics, such
as: magnesium, manganese and iron, doing difficult to distin-
guish among them. In this paper, Random Forest, a machine
learning technique based on decision trees, is used to classify
automatically nutritional deficiencies in coffee plants, using lo-
cal and global features to build the classification model. The
Scale-Invariant Feature Transform (SIFT) algorithm is used to
extract local features. Global features are defined based on
shape and color characteristics of nutritional deficiencies. Ex-
perimental evaluation was performed using 335 images of cof-
fee leaves with one nutritional deficiency. Results showed that
global features have better performance that local features with
an accuracy of 67,5%.

1 Introduction

Plants require an adequate supply of nutrients to ensure its nor-
mal growth and development. When a plant grows up without
enough nutrients, its development is abnormal and character-
istic symptoms appear in the plant, such as changes in the leaf
size, defoliation 1, chlorosis 2, necrosis 3, die-back 4 and others.

Usually, a nutritional deficiency has characteristic symp-
toms that are similar in all the plants. The knowledge of these
symptoms is important for taking corrective actions which re-
store the plant normal state. Nutritional deficiencies of cof-
fee plants are produced by lack of micro-nutrients and macro-
nutrients: boron, calcium, iron, magnesium, manganese, phos-
phorus, potassium and nitrogen.

In coffee plantations, control the correct growth and devel-
opment of plants is an important issue since plants with nutri-

1Premature fall of leaves.
2Loss of the normal green coloration of leaves.
3Death of the most or all cells in a tissue.
4Plant begins to die from the tip of its leaves backward.

tional deficiencies can be attacked by plagues which reduce the
coffee production. Nutritional deficiencies are visually identi-
fied on leaves by symptoms such as: chlorosis, necrosis, shape
deformation and changes in the normal leaf coloration. Thus,
coffee farmers control the correct growth and development of
coffee plants through the observation. In some cases, when a
nutritional deficiency is detected, the coffee leaf is cut and ana-
lyzed in a laboratory to take corrective actions according to the
results. However, this process is expensive and time consum-
ing.

In the literature, there are few works about image pro-
cessing of coffee leaves. Image pre-processing of coffee
leaves is proposed in [3] to automatically classify nutritional
deficiencies as a future work. A software solution namely
‘Siscafe’ for automatically classify nutritional deficiencies is
presented in the research project ‘Desarrollo de una her-
ramienta tecnológica para identificación preventiva de defi-
ciencias nutricionales en plantones de café a través de proce-
samiento de imágenes digitales’. The software is available at
http://siscafe.org/index.html. In a general context, the prob-
lem of plants classification is addressed in several works [7],
[16], [9]. Leaf veins provide useful information for classifying
plants. In [7] a procedure to classify 3 legume species using
only morphological features calculated on the segmented ve-
nation is proposed, using Support Vector Machine, Penalized
Discriminant Analysis and Random Forests. New methods for
vein extraction are proposed in [16], [9]. In others works [6],
[15], [14], [8], [13], machine learning techniques are used to
classify plants using global features. In [6] shape, color and
texture features are extracted and in [15] 12 morphological fea-
tures are extracted from 1800 leaves. In both works a prob-
abilistic neural network is used to classify 32 types of plants.
Other method for plant classification using an artificial neu-
ral network is proposed in [14], using several domain-related
visual features, extracted with shape, dent and vein informa-
tion. Other classification method for leaves is proposed in [8],
where region-based features are extracted and classification is
based on dissimilarity measures between the query image and
the data-set. In [13] local and global features are combined
to improve the plant classification, using SIFT algorithm to ex-
tract local features and Shape Context to extract global features,
and the weighted K-NN algorithm for classification.

This paper presents a Random Forest model to automat-
ically classify nutritional deficiencies in coffee plants, using
global and local features extracted from leaves. Thirteen global
features are extracted using shape and color information, and



local features are extracted using SIFT descriptors contained
in a bag of features. Results showed that global features have
better performance in classification.

2 Visual symptoms of nutritional deficiencies

In healthy plants, a coffee leaf has an oval shape and an alive
green coloration in the whole leaf area. The leaf apex is elon-
gated and veins have the same alive green coloration of leaf
area. In this paper, eight nutritional deficiencies are addressed
and described below. Figure 1 illustrates the eight deficiencies.

(a) Boron (b) Nitrogen (c) Calcium (d) Iron

(e) Magnesium (f) Manganese (g) Phosphorus (h) Potassium

Figure 1: Nutritional deficiencies.

(a) Boron deficiency: Shape deformity, lack of symmetry in
leaf margin and total or partial loss of the apex, in Figure
1a.

(b) Nitrogen deficiency: Uniform chlorosis in the whole
leaf area and loss of green coloration by a yellowish color
progressing from the base to the apex and from the cen-
tral vein to the leaf border, in Figure 1b.

(c) Calcium deficiency: Shape deformation and undula-
tions in leaf margin, in Figure 1c.

(d) Iron deficiency: Progressive chlorosis in leaf area, how-
ever veins remain with green coloration, in Figure 1d.

(e) Magnesium deficiency: The visual effects of this defi-
ciency are similar to the visual effects of Iron deficiency,
but the chlorosis is interveinal, yellow coloration appear
between secondary veins, in Figure 1e.

(f) Manganese deficiency: Chlorosis in leaf area, principal
veins remain with green coloration and a margin appear

on both sides of the veins with an intense green color, in
Figure 1f.

(g) Phosphorus deficiency: Stains with irregular shapes,
yellow or reddish coloration in some leaf areas, in Figure
1g.

(h) Potassium deficiency: Beginning of necrosis on the leaf
tip, with a yellow halo limiting it, in Figure 1h.

3 Proposed approach

The proposed approach for automatically classifying nutri-
tional deficiencies is illustrated in Figure 2. The input is a RGB
image of coffee leaf. Firstly, the image is preprocessed. Sec-
ondly, visual features are extracted by local and global descrip-
tors. Thirdly, the extracted features are used to build a Random
Forest model to classify the nutritional deficiencies of the anal-
ysed coffee leaf.

Figure 2: Flow diagram of the proposed approach.

Section 3.1 explains the preprocessing of the images, sec-
tion 3.2 and 3.3 describes the local and global features respec-
tively, and section 3.4 explains the used classifier.

3.1 Pre-processing

Leaf segmentation is performed using the Otsu algorithm [12]
on the blue channel of the input image. The blue channel is
selected since it has the greatest contrast in comparison with
the other channels. In the obtained binary image, white pixels
represent the background and black pixels represent the leaf
area. Additionally, the median filter – with 3 × 3 window – is
used to remove noise.

Finally, the image size is reduced and the background with-
out information is removed to keep only the leaf area in order
to reduce the computational cost of feature extraction.

3.2 Local feature extraction

A local feature describes properties of a pixel in relation to its
neighbors. In general, an image can be described by key points.
The content of interest regions around each key point can be
codified by a descriptor. The most used algorithm, in the state-
of-art, is the SIFT descriptor due to its performance against
others descriptors [11]. In this paper, the SIFT descriptor and
color information of RGB channels are chosen to construct the
local feature descriptor using a Bag-of-Features method.



Figure 3: Illustration of the Bag-of-Features descriptor.

3.2.1 SIFT descriptor

The Scale Invariant Feature Transform (SIFT) was introduced
by Lowe in [10]. SIFT is a descriptor invariant to scale, rota-
tion, illumination and view point. The algorithm has two steps:
Key points detection and key points description. Each key point
is described with a vector of length 128.

3.2.2 SIFT Bag-of-Features

The objective of Bag-of-Features is obtain a global feature
from several local descriptors [4]. Bag-of-Features has two
steps: the visual dictionary construction and the Bag-of-
Features descriptor calculation.

The visual dictionary is generated with the following steps:

1. A large image data-set of coffee leaves is selected.

2. SIFT descriptors are calculated for each image in the
data-set.

3. All descriptors are quantised using the K-means algo-
rithm and the result ‘visual words’ are stored.

Given an input image, the Bag-of-Features descriptor is cal-
culated as follow:

1. SIFT descriptors are extracted from the input image.

2. Each descriptor is mapped into his respective visual word
generating an histogram of length k, where k is the num-
ber of visual words in the dictionary.

This process is shown in the Figure 3.

3.2.3 Color descriptor

Color information is important to identify deficiencies such as
nitrogen, potassium and phosphorus. The dominant colors in a
leaf image are stored in a descriptor using the Bag-of-Features
method.

The visual dictionary of the Bag-of-Features is generated
with the following steps:

1. A large image data-set of coffee leaves is selected.

2. Some RGB values are extracted from each image.

3. RGB values extracted from the images are quantised us-
ing the K-means algorithm and the result ‘visual words’
are stored.

Given an input image, color descriptor is calculated by
Bag-of-Features method as follow:

1. RGB values are extracted from the input image.

2. Each RGB value is mapped to his respective visual word,
generating an histogram of length k.

3.2.4 Final local descriptor

The final local descriptor of a leaf image correspond to the con-
catenation of SIFT and color descriptors. In Figure 4 is illus-
trated this process. In this work, the number of visual words of
SIFT and color dictionaries were 1000 and 15 respectively.

Figure 4: Illustration of the final descriptor of local features.

3.3 Global feature extraction

Global features are calculated based on shape and color infor-
mation derived from the visual symptoms. In total, 13 global
features, 5 shape features and 8 color features are extracted and
described as follows.

3.3.1 Basic features

1. Leaf area: denoted by A, is calculated by counting the
number of pixels segmented as leaf in a binary image.

2. Leaf perimeter: denoted by P , is calculated counting
the number of pixels in the leaf margin.

3. Leaf diameter: denoted by D, is the maximum dis-
tance between two points, (xi, yi) and (xj , yj), in the
leaf margin:

D = max{
√

(xi − xj)2 + (yi − yj)2}. (1)

3.3.2 Shape features

Shape information is necessary to identify nutritional defi-
ciency of boron, calcium, iron, magnesium and manganese.



1. Apex height: The top position (xa, ya) on the apex is
found. Then, the distance h1 from the position (xa −
m, ya) to the position (x1, y1) is calculated. In the same
way, the distance h2 from the position (xa + m, ya) to
the position (x2, y2) is calculated. The apex height cal-
culation is shown in Figure 5.

Figure 5: Illustration of the calculation of the apex height.

Finally, apex height is defined as:

apex height = h1 + h2

2 . (2)

2. Roundness: Roundness is defined as the ratio between
the leaf area and the area of the perfect circle that content
the leaf:

Roundness = 100A
πr2 , (3)

where r is the circle radius defined as:

r = D

2 . (4)

3. Undulations: Undulations is defined as the number of
changes on the right and on the left of the leaf margin.
Undulations are found by analysing the changes in the
X−axis. Figure 6 shows the undulations found in a leaf
with calcium deficiency.

Figure 6: Illustration of undulations in a leaf with calcium de-
ficiency.

4. Compactness: Compactness is defined as the ratio be-
tween the perimeter and the area of leaf [8].

Compactness = P 2

A
. (5)

5. Vein features: The Sobel algorithm is used to calculate
the gradient magnitude of the input image, I . Then, the
Otsu method[12] is applied on the gradient magnitudes
to separate veins. Finally, the follow formula is applied:

V eins = V

A
× 100, (6)

where V is the number of pixels identified as edges or
veins, and A is the leaf area.

3.3.3 Color features

Color information is useful to detect nutritional deficiency of
nitrogen, potassium and phosphorus.

1. Percentage of red color: The following function is de-
fined to detect red color on the leaf:

R(x, y) =


1 : (0 ≤ Hue(x, y) ≤ 18

and V al(x, y) > 110
and Sat(x, y) > 150)
or 348 ≤ Hue(x, y) ≤ 360

0 : otherwise

(7)

where Hue(x, y), Sat(x, y), and V al(x, y) are the Hue,
Saturation and Value of a pixel (x, y) respectively, in the
HSV color space. The percentage of red color, illustrated
in Figure 7, is defined as:

Red percentage =
∑

i

∑
j R(xi, yj)
A

(8)

(a) Leaf image (b) Red detected

Figure 7: Illustration of red percentage of a leaf with phospho-
rus deficiency.

2. Necrosis in a leaf tip: Necrosis is detected using the
following function:

N(x, y) =


1 : (0 ≤ Hue(x, y) ≤ 15)

and V al(x, y) < 90
and Sat(x, y) < 100

0 : otherwise

(9)

where Hue(x, y), Sat(x, y), and V al(x, y) are the Hue,
Saturation and Value of a pixel (x, y) respectively, in the
HSV color space.



Potassium deficiency produces necrosis in the leaf tip.
Thus, the following formula calculates the percentage of
necrosis in the leaf tip:

Necrosis percentage =
∑

i

∑
j N(xi, yj)
At

, (10)

where At is the number of pixels in leaf tip area, ap-
proximated to the first quarter part of the leaf. Figure 8
illustrates the measure calculation.

(a) Leaf image (b) Necrosis de-
tected

Figure 8: Necrosis percentage on the tip of a leaf with potas-
sium deficiency.

3. Mean: For each channel RGB of the input image I , the
mean is calculated using the following formula:

µ =
∑

i

∑
j I(xi, yj)
A

. (11)

4. Standard deviation: For each channel RGB of the in-
put image I , the standard deviation is calculated using
the following formula:

σ =
∑

i

∑
j(I(xi, yj)− µ)2

A
. (12)

3.4 Classification

Random Forest is used for building a classifier. The term ‘Ran-
dom Forest’ was introduced by Leo Breiman in [1]. Ran-
dom Forest is an ensemble of decision trees, where each tree
is trained by randomly sampling from a labeled training data.
Given an input feature vector, each decision tree of the forest
classify it, and the ensemble output is the most popular class.
The advantages of Random Forest is speed and minimal stor-
age in comparison with others classifiers [2].

4 Experiments and Discussion

A data-set with 335 images of coffee leaves, 255 images for
training set and 80 images for testing set (10 images for class)
were used for experimental evaluation. Images used in the
evaluation were provided by Cenfrocafe in Peru. Images were
taken with a white background, in vertical position with the
apex upward. The number of images for each class in the train-
ing set are shown in Table 1.

Four models were built with Random Forest: 1) Using local
features. 2) Using global features. 3) Combining local and
global features. 4) Combining SIFT local features and global
features.

Table 1: Number of leaf images for class

Deficiency # of images Deficiency # of images
Boron 43 Magnesium 20
Nitrogen 39 Manganese 23
Calcium 42 Phosphorus 43
Iron 26 Potassium 19

Different numbers of trees, denoted by T , are used to train
each model. The classification accuracies obtained for each
model are shown in Table 2.

Table 2: Accuracies of classification.

Model Accuracy (%)
T = 20 T = 40 T = 60 T = 80 T = 100

1 40, 0 33, 8 38, 8 41, 3 41, 3
2 67, 5 62, 5 66, 3 67, 5 67, 5
3 56, 3 55, 0 53, 8 58, 8 58, 8
4 48, 8 51, 3 55, 0 53, 8 55, 0

Table 2 shows that the larger accuracy of classification is
obtained using global features and training Random Forest with
T = {20, 80, 100} trees. The SIFT descriptors do not have
good accuracy values for this problem. For evaluating the pro-
posed model built with global features, the leaves of the testing
set were classified with Siscafe. Results for each nutritional
deficiency are shown in the Table 3.

Deficiency Correct classes
Proposed model Siscafe

Boron 10 2
Nitrogen 8 7
Calcium 9 7
Magnesium 3 1
Manganese 4 0
Iron 5 1
Phosphorus 10 5
Potassium 5 6

Table 3: Correct classes classified by the model 2 and by Sis-
cafe.

In general, nutritional deficiencies of boron, nitrogen, cal-
cium, and phosphorus were classified correctly with the pro-
posed model. Nutritional deficiencies of magnesium, man-
ganese and iron have similar visual symptoms. Thus, it is nec-
essary to incorporate better features for representing veins in
order to improve the performance of the classification of those
nutritional deficiencies. Additionally, it is necessary to improve
the features to detect necrosis on the leaf tip to identify nutri-
tional deficiency of potassium.

In general, the proposed model has better performance in
the classification in comparison with Siscafe. However, the
performance of the classifier may have been affected by the
number of deficiencies because coffee leaves frequently have
two or more nutritional deficiencies at the same time. Another



reason of the low performance may be the progress of nutri-
tional deficiency in a plant. Visual changes are more evident
when a plant has an advanced nutritional deficiency. However,
the used data-set contains images with different stages in the
development of nutrient deficiencies that may affect the classi-
fication model.
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6 Conclusions

In this paper, a solution for identifying nutritional deficiencies
through digital image processing is proposed. However, vari-
ability in the acquisition conditions such as: changes in illumi-
nation and location conditions where images are taken, affect
the classification results, due to the ill-posedness of the prob-
lem – in the sense of Hadamard [5].

Local and global features were explored to identify eight
nutritional deficiencies. Local features are extracted using Bag-
of-Features method, and combining SIFT and color descrip-
tors. Thirteen global features are extracted, five shape features:
apex height, undulations, roundness, compactness, and veins;
and eight color features: mean and standard deviation for each
RGB channel, red percentage and necrosis in the leaf tip. The
global features produce a better classification since they have
into account information on the application domain.

Nutritional deficiencies of boron, nitrogen, calcium and
phosphorus are correctly classified by the proposed model. In
a future work, a better feature to represent vein characteris-
tics should be proposed for classifying nutritional deficiencies
of iron, magnesium and manganese. Also, a better feature for
detecting necrosis in the leaf tip should be explored for classi-
fying nutritional deficiency of potassium.
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